## Note

## Updating Means and Variances

In [1], a method is given for updating means, variances, and cross-products of pairs of variables, when more data become available. There is a little-known variation of their formulae which is faster by avoiding the use of $i /(i+1)$ terms.
Using almost the same notation as in [1], if we define the sample mean and variance of the first $i$ observations, $x_{1}, x_{2}, \ldots, x_{i}$ as

$$
\begin{align*}
& m_{i}=\sum_{r=1}^{i} x_{r} / i  \tag{1}\\
& s_{i}^{2}=\sum_{r=1}^{i}\left(x_{r}-m_{i}\right)^{2} /(i-1) . \tag{2}
\end{align*}
$$

The modified update formulae, which can easily be obtained from those given in [1], are

$$
\begin{align*}
\delta & =x_{i+1}-m_{i}  \tag{3}\\
m_{i+1} & =m_{i}+\delta /(i+1)  \tag{4}\\
s x_{i+1} & =s x_{i}+\delta \cdot\left(x_{i+1}-m_{i+1}\right), \tag{5}
\end{align*}
$$

where $s x_{i}$ is the notation used in [1] for the sum of squares of deviations from the mean of the first $i$ observations. The new sample variance, $s_{i+1}^{2}$, is obtained then by dividing $s x_{i+1}$ by $i$.

This can be extended further to the case of weighted observations by simply replacing the $\delta /(i+1)$ in (4) with $w_{i+1} \cdot \delta / s w_{i+1}$, where $w_{r}$ is the weight to be given to the $r$ th case and $s w_{i}$ is the sum of the first $i$ weights. The term added on the right-hand side of (5) needs to be multiplied by the weight of the new case.

A review of some of the algorithms for updating sample variances is given in [2], although the variation above is not mentioned. The authors of [2] give their own algorithm which is based upon the binary representation of the sample size, $i$, which gives good accuracy when $i$ is equal to a power of 2 . Their algorithm requires very lengthy code. The present author learned of the above method from Eq. (16) on page 64 of [3].

The method above applies to updating sums of cross-products of variables, as well as to sums of squares, and is particularly efficient for the updating of matrices of sums of cross-products. A Fortran subroutine for performing such updates follows. Notice that the array $w k$ is used to store the deviations from the updated
mean while dev holds the deviation from the old mean. Only the lower triangle of array $s x x$ is used. Users of other languages, such as BASIC, should have no difficulty in translating it.
subroutine $u p s x y(x, k, y, n, x$ mean, $y$ mean, $s x x, s x y, s y y, w k)$
c
c Progressively update means and sums of cross-products.
c
integer $k, n$
real $x(k), y, x$ mean $(k), y$ mean, $s x x(k, k), s x y(k), s y y, w k(k)$
c
c Local variables
c
integer $i, j$
real dev
c
c dev $=$ deviation of $x$ - or $y$-value from the old mean.
c $\quad w k(i)=$ deviation of $x(i)$ from its updated mean.
c
$n=n+1$
do $20 i=1, k$
$\operatorname{dev}=x(i)-x \operatorname{mean}(i)$
$x$ mean $(i)=x$ mean $(i)+\operatorname{dev} / n$
$w k(i)=x(i)-x \operatorname{mean}(i)$
do $10 j=1, i$
$10 \quad s x x(i, j)=s x x(i, j)+\operatorname{dev} * w k(j)$
20 continue
c
$\operatorname{dev}=y-y$ mean
$y$ mean $=y$ mean $+\operatorname{dev} / n$
do $30 i=1, k$
30 s
$s x y(i)=s x y(i)+\operatorname{dev} * w k(i)$
$s y y=s y y+\operatorname{dev} *(y-y$ mean $)$
c
return
end
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